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Abstract—Mirror detection is challenging because the visual appearances of mirrors change depending on those of their surroundings. As existing mirror detection methods are mainly based on extracting contextual contrast and relational similarity between mirror and non-mirror regions, they may fail to identify a mirror region if these assumptions are violated. Inspired by a recent study of applying a CNN to help distinguish whether an image is flipped or not based on the visual chirality property, in this paper, we rethink this image-level visual chirality property and reformulate it as a learnable pixel level cue for mirror detection. Specifically, we first propose a novel flipping-convolution-flipping (FCF) transformation to model visual chirality as learnable commutative residual. We then propose a novel visual chirality embedding (VCE) module to exploit this commutative residual in multi-scale feature maps, to embed the visual chirality features into our mirror detection model. Besides, we also propose a visual chirality-guided edge detection (CED) module to integrate the visual chirality features with contextual features for detection refinement. Extensive experiments show that the proposed method outperforms state-of-the-art methods on three benchmark datasets.
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1 INTRODUCTION

MIRRORS are very common objects in our daily lives. However, they are very challenging to detect, as they typically do not have their own visual appearances but reflect those of their surrounding objects. This property makes them very difficult to be distinguished from their surrounding objects, and fails many existing computer vision tasks, e.g., depth prediction [20] and instance detection [39]. Hence, while detecting mirrors from an input image is an important task, it is also very challenging.

Although a few methods [44], [21], [25] have been proposed for mirror detection, they all rely on learning the relations (i.e., contrast [44], correspondence [21], and depth discontinuity [25]) between mirror/non-mirror regions. However, these relation assumptions can be easily violated in real world scenes, causing these mirror detection methods to fail. For example, both MirrorNet [44] and PMDNet [21] under-detect the mirror region in the top image of Figure 1, as the mirror region has weak contrast context to the non-mirror region while correspondences do not exist. In contrast, both of them over-detect the mirror region in the bottom image of Figure 1, as they heavily rely on looking for relations between the two regions. We can see that MirrorNet [44] correctly locates the mirror region but extends it to the upper-left region of the image, as the contrast between the upper-left region and the mirror region is lower compared to the contrast between the lower-left region (the desk) and the mirror region. PMDNet [21] mistakenly establishes correspondences between the left side and the right side of the image, and hence identifies the left side (including the upper-left region) as the mirror region. This kind of ambiguities actually appear everywhere in real world scenes, and they cannot be addressed simply by modeling the contrast/correspondence relations between mirror and non-mirror regions. Hence, there is a need to incorporate some intrinsic mirror properties in the detection.

Recently, Lin et al. [22] studied the visual chirality problem. Visual chirality refers to the statistical change of visual data caused by image flipping (i.e., reflection) in data augmentation, and is defined on the image distribution (at
the image-level). They use a ResNet network [13] to classify whether an image is flipped or not. A high classification accuracy indicates the existence of visual chirality on this distribution. Inspired by this visual chirality property, we propose in this work to apply it for mirror detection, as the effect of mirror reflection on the content is similar to that of flipping. However, as their work [22] classifies visual chirality at image-level, the classification may only provide coarse localization of mirrors when applied to mirror detection. Although they propose a computational method, called “commutative residual” to indicate the existence of visual chirality at the pixel-level, this method contains several non-differentiable operations that they are not able to embed it into their classification network. Our preliminary experiments show that directly applying their classification network on the mirror dataset MSD [44] to determine if each image contains mirrors or not achieves only 58.5% accuracy, just slightly higher than random guess.

To address the above problems, we rethink the definition of “visual chirality” in [22], and propose in this paper to reformulate the image-level visual chirality property as a pixel-level cue for mirror detection. Our key insight is that if we can define visual chirality on the content distribution (at the pixel-level), the change of the visual chirality property over an image can be learned by a deep model and then used to detect the presence of mirrors and their locations.

To this end, we first propose a novel flipping-convolution-flipping (FCF) transformation to compute the commutative residual, which represents the visual chirality cue in the feature domain. It allows learning mirror features with the help of the visual chirality cue. We refer to these features as the visual chirality features for the rest of this paper. We then propose to integrate the reformulated commutative residual into a novel visual chirality embedding (VCE) module, which leverages the visual chirality features to locate the mirror regions. In addition, we also propose a novel visual chirality-guided edge detection (CED) module to enrich the mirror features with the visual chirality features to facilitate mirror boundary detection. Finally, we propose a neural network model, named VCNet, that integrates the VCE and CED modules for mirror detection. From Figure 1, we can see that VCNet with the visual chirality cue (Ours) correctly detects the mirror regions, without being confused by the surrounding contents. We perform extensive experiments on three standard benchmark datasets to evaluate the performances of our method, and show that VCNet outperforms state-of-the-art methods on mirror detection.

In summary, this paper has three main contributions:

1) We consider “visual chirality” as an intrinsic mirror property for mirror detection. We reformulate it from its original image-level definition to a pixel-level definition for segmenting mirrors. We represent it via a novel flipping-convolution-flipping (FCF) transformation.

2) We propose the VCNet model for mirror detection, with a novel visual chirality embedding (VCE) module to leverage visual chirality features to locate the mirror regions and a novel visual chirality-guided edge detection (CED) module to leverage visual chirality features to guide the detection of mirror boundaries.

3) We conduct extensive experiments to evaluate the proposed method and show that it outperforms state-of-the-art methods on three mirror detection benchmarks.

2 RELATED WORK

In this section, we briefly introduce the mirror detection problem, and discuss chirality and visual chirality. Since the mirror detection problem is a rather new problem, we also review two closely related problems, salient object detection and shadow detection.

Mirror Detection. Recently, two methods are proposed to address the mirror detection problem from a single RGB image. Yang et al. [44] propose the first mirror detection network, MirrorNet, to detect mirrors by modeling the content discontinuity between mirror/non-mirror regions. They mainly leverage the multi-level contextual contrasted information between mirror and non-mirror regions to detect mirrors in a coarse-to-fine manner. Lin et al. [21] further propose to consider content correspondences between the contents inside and outside of the mirror via a relational contextual contrasted local module, with an additional module to explicitly learn mirror boundaries. Despite the success, these two methods can easily over- or under-detect mirror regions in real world scenes, where most images likely contain some ambiguous contents. This is because these methods mainly focus on learning the relations between mirror/non-mirror regions, without considering any intrinsic mirror properties, resulting in incorrect detection of mirror/non-mirror regions.

Most recently, Mei et al. [25] proposed PDNet, which jointly exploits RGB and depth information to leverage the depth discontinuity between mirror and non-mirror regions for mirror detection. However, there are three fundamental limitations with this work. First, capturing the depth information requires additional equipment, which may not always be possible in practice. Second, the captured depth information is typically unreliable. Third, the contents in both mirror and non-mirror regions may also exhibit depth discontinuities, causing their model to fail.

In this paper, we propose to address the mirror detection problem by exploiting the intrinsic visual chirality property of mirrors to learn discriminative mirror features for mirror detection. Extensive experiments show that our method outperforms the above state-of-the-art methods, which rely on mirror/non-mirror relation learning.

Chirality / Visual Chirality. Chirality (or geometry chirality) describes an asymmetry property in many sciences, including Mathematics, Physics, Chemistry and Biology. As quoted from [18], where the term chirality was first introduced, “any geometrical figure, or group of points” is chiral if “its image in a plane mirror, ideally realized, cannot be brought to coincide with itself.” This term is then applied to different sciences. For example, in Mathematics, it is defined as a figure that cannot be mapped to its mirror image by rotations and translations alone [30].

Recently, Lin et al. [22] introduce visual chirality, which is defined as a measure of the approximation error caused by
assuming that visual distributions are symmetrical under flipping (or reflection), for the purpose of relating visual chirality to data augmentation for analysis. They further demonstrate that such an error can be experimentally determined by applying a CNN to classify if an image is flipped or not.

The following example may help differentiate these two concepts. A human left hand is always geometrically chiral, as it cannot be exactly mapped to its mirror image by rotation and translation. However, if the visual distribution includes samples of both left and right hands, the distribution is defined as visual achiral, as these samples form reflective pairs and can occur with similar frequency. In contrast, if the visual distribution includes only one hand, the distribution is visual chiral as the distribution will be different due to flipping.

In [49], a direct application of visual chirality [22] for freehand sketch recognition is proposed. It aims to assign image-level labels for recognizing sketches. In this paper, we discuss how to reformulate the visual chirality property for mirror detection. Our method aims to assign pixel-level labels for locating mirrors. Our experiments show that the image-level method in [49] does not work on our problem.

**Salient Object Detection / Shadow Detection.** While salient object detection (SOD) is to detect visually distinctive objects in an image, shadow detection is to detect shadow regions in an image.

In the SOD task, early works mainly detect salient objects based on prior knowledge, such as center prior [12], background prior [40] and color prior [33]. Recent deep learning based methods propose to learn saliency features for SOD. He et al. [14] formulate a superpixel-wise CNN to address the SOD problem. Zhao et al. [47] propose to guide the SOD task by jointly modelling complementary salient object information and salient edge information. Qin et al. [32] further propose a boundary-aware network to exploit boundary information for SOD. Pang et al. [28] propose to integrate deep features from adjacent network layers to exploit contextual information for SOD. Most recently, Siris et al. [35] propose a context-aware learning approach to explicitly exploit semantic scene contexts for SOD.

In the shadow detection task, recent methods also exploit deep representations of shadow features. Hu et al. [15] propose to detect shadows by exploiting the spatial contextual information in a direction-aware manner. Zhu et al. [53] propose to aggregate spatial contextual information of shadows by fusing deep features of every two adjacent layers in both top-down and bottom-up directions. Zheng et al. [48] propose to explicitly learn the distraction-aware shadow features, by formulating distractions as false predictions of existing methods. Most recently, Zhu et al. [54] observe that intensity plays an important role in existing shadow detection methods, and propose to decompose the input into intensity-variant and intensity-invariant features in order to learn the shadow features better.

While SOD and shadow detection aim to learn the salient objects or shadow features, mirrors do not have a consistent visual appearance to learn. Hence, these SOD and shadow detection methods may not be straightforwardly adapted to address the mirror detection problem.

### 3 Visual Chirality

In [22], Lin et al. introduce visual chirality to explain the potential asymmetric problem of the flipping operation used in data augmentation. In this paper, we apply this concept for mirror detection. In this section, we first summarize the key idea of visual chirality as described in [22]. We then rethink the definition of visual chirality in order to apply it in our mirror detection problem.

#### 3.1 The Original Visual Chirality

Given an image dataset and its distribution denoted as $D$, if we flip the images in this dataset (e.g., for the purpose of data augmentation), we typically assume that the augmented new distribution $D'$ (i.e., the distribution of the original dataset plus the flipped dataset) is symmetrical with respect to the flipping. However, Lin et al. [22] find that a deep network can easily distinguish if an image from $D'$ is the original or flipped version of the image. This means that $D'$ is not symmetrical, and Lin et al. [22] define the error between the real asymmetric $D'$ and the assumed symmetric $D'$ as *visual chirality*. In other words, there is at least one sample $x_1$ in $D'$ that satisfies $D'(x_1) \neq D'(T(x_1))$, where $T$ is the image flipping operation.

To measure the visual chirality value, Lin et al. [22] use a ResNet network to classify if an image is the original or flipped version. They apply the Class Activation Maps (CAM) [50], which is a visualization method, on the classification features to highlight the discriminative regions where visual chirality dominates.

A straightforward idea to incorporate the visual chirality cue for mirror detection is to use the visual chirality dominated regions to guide mirror detection, by combining the classification features in [22] with the mirror detection features of an existing mirror detection method. To do this, we first augment the training images with horizontal flipping and train a ResNet network to classify if an input image is flipped or not, as suggested by [22]. However, from our experiment, the accuracy of such a classification is only 58.5% on MSD [44]. The main reason for the low accuracy is that each image in MSD contains both mirror region (with flipped content) and non-mirror region (with non-flipped content). Hence, the classification result is then significantly disturbed by the relative size between the mirror and non-mirror regions of each image. Nonetheless, after training the classification network, we then incorporate its classification features into MirrorNet [44] and PMDnet [21] for mirror detection. Note that the classification network has the same backbone network as those used in MirrorNet and PMDnet, and we can fuse the classification features with the mirror detection features from MirrorNet or PMDnet via element-wise summation.

The second and fifth rows of Table 1 show the performances of this straightforward design for mirror detection. We are surprised to see that such a strategy not only fails to improve the performance, but instead significantly lowers it. There are two main reasons for the performance degradation. First, the flipping of the training samples is at the image-level, which cannot help locate the mirror inside an image which is a pixel-level problem. Second, according to [22], the visual chirality dominated regions (visualized
by CAM) are very coarse, which cannot help delineate the mirror boundaries.

In addition, we conduct an experiment by applying [49] to the mirror detection task. As [49] proposes the VCA module to apply the image-level visual chirality [22] for recognizing freehand sketches, we incorporate the VCA module from [49] in the existing networks (i.e., MirrorNet [44] and PMDNet [21]). The third and sixth rows of Table 1 demonstrate that [49] does not work for our problem, as it is based on the original image-level visual chirality.

Nevertheless, this preliminary investigation inspires us to reformulate visual chirality for mirror detection.

TABLE 1
Comparing different ways of applying visual chirality [22] for mirror detection, on the MSD dataset [44] and the PMD dataset [21]. Note that VCA [49] converts visual chirality into attention.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MSD</th>
<th>PMD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F_c ↑</td>
<td>MAE ↓</td>
</tr>
<tr>
<td>MirrorNet [44]</td>
<td>0.857</td>
<td>0.065</td>
</tr>
<tr>
<td>MirrorNet + Lin et al. [22]</td>
<td>0.763</td>
<td>0.081</td>
</tr>
<tr>
<td>MirrorNet + VCA [49]</td>
<td>0.833</td>
<td>0.075</td>
</tr>
<tr>
<td>PMDNet [21]</td>
<td>0.892</td>
<td>0.047</td>
</tr>
<tr>
<td>PMDNet + Lin et al. [22]</td>
<td>0.772</td>
<td>0.061</td>
</tr>
<tr>
<td>PMDNet + VCA [49]</td>
<td>0.856</td>
<td>0.067</td>
</tr>
</tbody>
</table>

3.2 Rethinking Visual Chirality in Mirror Detection

As mirrors reflect their surrounding contents, the contents inside and outside of a mirror naturally form the distribution in D’. This inspires us to use visual chirality to help differentiate between mirror regions (with flipped contents) and non-mirror regions (with non-flipped contents) of an image. To apply it to our pixel-level mirror detection problem, we need to redefine visual chirality on the content distribution at the pixel-level. Due to the existence of visual chirality, such content distribution is also asymmetrical, and the content distribution of mirror regions is expected to be different from that of non-mirror regions. Our aim is to learn such a difference. To do this, we need to reformulate the computation of “commutative residual” to represent the visual chirality cue at pixel-level in the feature domain.

**FCF Transformation.** As demonstrated in [22], the existence of visual chirality in an image X can be examined by the commutative residual $E(X)$ as:

$$E(X) = |J(T(X)) - T(J(X))|,$$

where T is a flipping transformation operation, and J is an image processing operation. A non-zero commutative residual map indicates the existence of visual chirality, as its existence makes these two operations not reversible.

Such a formulation, however, cannot be directly applied to our mirror detection network for two reasons. First (and also the main reason), this formulation is defined at image-level and is conditioned on the image processing operation J (e.g., demosaicing or JPEG compression), i.e., the detected chirality information changes with respect to the image processing operation J used. The presence of J here also makes this formulation non-differentiable for end-to-end learning of mirror features. Second, this formulation changes the spatial contextual information of mirrors, as the flipping operation T is applied to both terms in Eq. 1.

In order to apply the visual chirality information to our mirror detection problem, we propose to re-formulate Eq. 1. We note that the image processing operation J should satisfy two criteria. First, it should work as a pixel-level operator. Second, it should be learnable so that it could be end-to-end optimized to provide reliable mirror localization. Hence, we define J as the convolution operation. We also need to re-consider the usage of the flipping operation T to keep the spatial contexts consistent, as we want the commutative map to capture only the changes in the visual chirality property. To do this, we propose to add an additional flipping operation to align the spatial contexts such that the commutative residual $E(F)$ represents only the change in visual chirality. Hence, given the input features F, we define the proposed FCF transformation as:

$$E(F) = |C(F) - T(C(T((F))))|,$$
where \( \mathbf{C} \) represents the convolution operation. Eq. 2 allows our model to learn mirror features with the help of the visual chirality cue.

Note that computing the commutative residual map does not impose any assumptions on operation \( \mathbf{J} \), according to the three Propositions in [22]. Briefly, Propositions 1 and 2 in the Supplemental of [22] show that \( \mathbf{J} \) preserves the symmetry of \( \mathbf{D} \) if \( \mathbf{J} \) is commutative. Proposition 3 further shows that even if \( \mathbf{J} \) and \( \mathbf{T} \) are not commutative, \( \mathbf{J} \) will still preserve the symmetry property of \( \mathbf{D} \) with respect to \( \mathbf{T} \). Hence, replacing image processing operations with a differentiable convolutional operation does not affect whether \( \mathbf{D} \) is symmetrical with respect to \( \mathbf{T} \) or not. This allows us to use a convolutional operation to compute the commutative residual map in our FCF Transformation.

4 Our Model

Figure 2 shows our proposed mirror detection network. The key idea of our network design is to leverage visual chirality as an intrinsic mirror property for mirror detection. We first apply a backbone network [43] to extract multi-scale (5 scales in total) image features \( F_m(i = 0, 1, 2, 3, 4) \) from the input image. We follow previous mirror detection methods [44], [21] to detect mirrors at different scales. Since the coarsest backbone features usually contain noisy information, we detect mirrors in the \( 2^{nd} \) to \( 5^{th} \) scales. For the backbone features from each of these scales, we assign a VCE module to learn visual chirality features \( F_{vce}(i = 1, 2, 3, 4) \) for mirror detection and a decoder to predict the mirror mask. In addition, we propose a CED module to leverage both image features and visual chirality features to predict mirror boundaries. Finally, we use a fusion module to fuse the results from mirror detection and mirror boundary detection to produce the final mirror mask.

4.1 Visual Chirality Embedding (VCE) Module

Our VCE module aims to extract the visual chirality based features for mirror detection. Based on the proposed FCF Transformation in Eq. 2, we design the VCE module to learn visual chirality features from the mirror features. As shown in Figure 3, the VCE module consists of two extractors: the dilated feature extractor and the visual chirality feature extractor. The dilated feature extractor aggregates multi-scale spatial information of the input backbone features \( F_m \) to compute the visual chirality features, which are then applied as an attention to help locate the mirror regions. To this end, the dilated feature extractor outputs three kinds of features, basic mirror features \( F_{bsc} \), local features \( F_{loc} \), and context features \( F_{con} \), which are then sent to the visual chirality feature extractor to mine the visual chirality cue to generate visual chirality features \( F_c \). Finally, \( F_{bsc} \) is combined with \( F_c \) to obtain the final output \( F_{vce} \).

For the dilated feature extractor, given the backbone features \( F_m \), it uses convolutional layers with different dilation rates in a pyramidal structure to learn richer information. As a convolution with a larger dilation rate provides a larger receptive field for learning more global information, we employ four convolution layers with dilation rates of 1, 2, 4 and 6. We then concatenate and process the output multi-level features by a batch normalization layer with ReLU activation, and use a CBAM [41] to refine the feature maps, as in [44], to obtain the basic mirror features \( F_{bsc} \). We further process \( F_{bsc} \) using two different convolutional layers. One is a \( 3 \times 3 \) convolutional layer with a dilation rate of 1 to generate the local features \( F_{loc} \). Another is a \( 3 \times 3 \) convolutional layer with a dilation rate of 6 to generate the context features \( F_{con} \).

The inputs to the visual chirality feature extractor are \( F_{loc} \) and \( F_{con} \). Since capturing the visual chirality information typically requires a good understanding of the context information, we extract visual chirality \( E \) from context features \( F_{con} \) with Eq. 2 as:

\[
E = |C(F_{con}) - T(C(T(F_{con})))|.
\]

We then condition the commutative residual \( E \) on the local features \( F_{loc} \) via concatenation to produce \( F_c \) to enhance its per-pixel localization capability. Finally, we use \( F_c \) to spatially re-weight the basic mirror features \( F_{bsc} \) to produce the visual chirality features \( F_{vce} \) for locating mirror regions.

4.2 Visual Chirality-guided Edge Detection (CED) Module

Edge detection has shown to be useful in mirror detection by [21]. However, their work focuses only on learning the geometric edge features. We note that along a mirror boundary, the visual chirality property of the distribution over the mirror region is also different from that of the distribution over the non-mirror region. Based on this observation, we propose the CED module to leverage the visual chirality cue to help detect mirror boundaries.

Figure 4 shows the architecture of the CED module. It takes three types of features at different levels as inputs. First, as low-level image features are helpful to boundary
Fig. 4. The proposed visual chirality-guided edge detection (CED) module. It uses the extracted visual chirality based features (i.e., $F_c$ and $F_m$) to guide the detection of mirror edge features (i.e., $F_{ced}$) from the mirror features (i.e., $F_c$).

detection [21], we take $F_c^1$, extracted by the second backbone layer, as the low-level image features. We do not use the features from the first backbone layer as they are noisy. Second, high-level visual chirality cues are often identified by humans as mirrored texts or objects. Hence, we take $F_m^4$ as the high-level visual chirality features, since it models both high-level semantics and high-level visual chirality cues. Third, we take $F_c^1$ as the low-level visual chirality features, since it models low-level visual chirality cues.

We use three branches to process the three types of input features. The low-level visual chirality features $F_c^1$ are convolved by two convolutional layers, followed by an up-sampling operation to produce $\hat{F}_c^1$. The high-level visual chirality features $F_m^4$ are simply processed by an up-sampling operation to align its spatial resolution with $\hat{F}_c^1$, denoted as $\hat{F}_m^4$. The low-level mirror features $F_m^4$ are also convolved by two convolutional layers to produce $\hat{F}_m^4$.

To leverage the visual chirality features to guide the edge detection step, we first use the high-level visual chirality features $\hat{F}_m^4$ to enrich the mirror features via concatenation, and then use the low-level visual chirality features $\hat{F}_c^1$ to further enrich the concatenated features through element-wise multiplication, to produce the output features $F_{ced}$.

To supervise our CED module, we need to prepare the ground truth mirror edge maps. To do this, we apply the Canny edge detector to extract mirror edges from the ground truth mirror masks.

### 4.3 Details of Other Modules

Two other modules are used in our network: decoder and fusion module.

**Decoder.** Each decoder in Figure 2 consists of a deconvolutional layer, a CBAM block and a convolutional layer with up-sampling operation to convert the feature maps into a 1-channel map.

**Fusion Module.** Our fusion module in Figure 2 is an 8-channel convolutional layer with a $1 \times 1$ kernel. We concatenate the input image (3 channels), the outputs of four decoders (1 channel per-decoder output), and the output of CED (1 channel), and then feed it into the Fusion module to produce the final output.

### 4.4 Loss Function

We adopt the Lovász-Softmax loss function [3] to compute the difference between the mirror prediction and ground truth mirror mask. We use the binary cross-entropy (BCE) loss function to measure the accuracy of the predicted edges from the CED module. The loss function is formulated as:

$$\mathcal{L} = \sum_{i=1}^{4} w_i L_{im} + w_c L_e + w_f L_f,$$

where $L_{im}$ represents the lovasz-hinge loss for supervising the multi-level mirror maps predicted by these decoders. $L_f$ is the lovasz-hinge loss for supervising the final mirror prediction. $L_e$ is the BCE loss for edge prediction. $w_i$, $w_c$ and $w_f$ are the balancing parameters, which are empirically set to $w_i = 1$, $w_c = 100$ and $w_f = 1$.

### 5 Experiments

#### 5.1 Experimental Settings

**Implementation Details.** We have implemented our model on the Pytorch framework and trained it on a PC with two RTX1080Ti cards. For a fair comparison with the existing mirror detection methods [44], [21], [25], we use ResNetXt101 [43] pretrained on ImageNet [7] as the backbone network to extract multi-level features. To train the proposed network, we initialize the learning rate as $1e-3$, and decay it with the poly learning rate policy. We use the SGD optimizer with a momentum of 0.9 and a weight decay of $5e-4$ for loss optimization. All input images are rescaled to a resolution of $384 \times 384$. The batch size is set to 10 for training. We also apply CRF [19] as post-processing to refine the mirror detection results. When training on the MSD dataset [44], we set the number of training epochs to 100. When training on the PMD dataset [21] and RGBD-Mirror [25], we set the number of training epochs to 160. During inference, we resize the network predictions to the same resolutions as the original images. From our experiments, the average inference time of our model is 0.13s for an input image of resolution $384 \times 384$ on a single GTX1080Ti card.

**Evaluation Metrics.** We apply two popular metrics, the F-measure and mean absolute error (MAE), to evaluate the performance of our model. The F-measure is defined as:

$$F_w = \frac{(1 + \omega^2) \cdot \text{precision} \cdot \text{recall}}{\omega^2 \cdot \text{precision} + \text{recall}},$$

where $\omega^2$ is set to 0.3 as suggested in [21]. The MAE is defined as:

$$\text{MAE} = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} |\hat{M}(i,j) - \hat{G}(i,j)|,$$

where $\hat{M}$ and $\hat{G}$ are the predicted mirror map and the ground truth mirror mask, respectively. $W$ and $H$ are the image width and height.

#### 5.2 Comparison on the MSD and PMD Datasets

**Evaluation Datasets.** We conduct our experiments on two available mirror datasets with RGB images, the MSD dataset [44] and the PMD dataset [21]. MSD contains 3,063 training images and 955 test images, which are mainly collected from indoor scenes and then manually annotated. PMD contains 5,096 training images and 571 test images. This
dataset covers more diverse scenes and is more challenging, as it is collected from six different public datasets, including ADE20K [51], [52], NYUv2 [34], MINC [2], Pascal-Context [26], SUNRGBD [36], and COCO-stuff [4].

Methods for Comparisons. To study how well our model performs, we compare it with a variety of state-of-the-art models, including MirrorNet [44] and PMDNet [21] for mirror detection, DSC [15] and BDRAR [53] for shadow detection, R^3Net [8], CPDNet [42], BASNet [32], EGNNet [47], PoolNet [23] and MINet [29] for saliency object detection, and CCNet [16] for semantic segmentation. We report the performances of MirrorNet [44] and PMDNet [21] on MSD by running their released pre-trained models. For the performances of other methods, we either obtain their performances from [21], if available, or train their models on the two evaluation datasets using their released codes.

Quantitative Evaluation. We first quantitatively compare the proposed method with the state-of-the-art methods. Table 2 shows the results. We can see that the proposed method achieves consistently better performances across the two datasets on both metrics. Particularly, our model achieves a notable performance gain on the more challenging MSD dataset [21]. The relatively small performance gain on PMD because PMD contains mostly simple indoor scenes that existing methods already perform well on them. The relatively large performance gain on PMD shows that the proposed model is particularly effective when applied on complex real-world scenes.

Qualitative Evaluation. We then qualitatively compare the proposed VCNet with the state-of-the-art methods. Figure 5 shows some visual results. The first five rows show some challenging examples, with objects that have visual patterns similar to the mirrors. In the first row, most methods fail to differentiate the mirror on the right from the window on the left, as these two regions have similar properties (e.g., relatively higher intensity and regular boundary). They either miss both or detect both as mirrors. In the second row, the jacket inside the mirror confuses existing methods in detecting the mirror. Note that as there are no correspondences, PMDNet [21] also fails to locate the mirror. The third row shows an image with complex illuminations. Existing methods falsely detect the floor with reflected light as a mirror. The fourth image shows a mirror on the left and a confusing wooden frame on the right. Most existing methods are confused by this combination and are unable to identify the mirror region correctly. The fifth image shows a confusing setting. Most existing methods wrongly identify the left hand wall as the mirror. In contrast, our method can successfully detect the mirror regions correctly in all these confusing scenarios, with the help of the visual chirality cue. The last two rows show mirrors that are partially occluded by another objects. The sixth image shows a mirror with a photo frame in front of it. Due to similar appearances, most existing methods detect both of them as mirrors. The seventh image shows a mirror with an occluder of a distinct appearance in front of it. Existing methods consider the occluder as part of the mirror. In contrast, our method can detect the mirror regions well in both cases.

To sum up, these qualitative results show that our method has obvious advantages over state-of-the-arts in distinguishing mirrors from non-mirror regions in challenging scenarios, benefited from the mining of the visual chirality cue.

We further compare our method with the latest single-image mirror detection method, PMDNet [21], in both image and feature domains, on three images as shown in Figure 6. In (c), we visualize the relation contextual features learned by PMDNet, and in (d), we show the detection results by PMDNet. In (e), we visualize our learned visual chirality features \( F_1 \), and in (f), we show our detection results. In the first row, although PMDNet can correctly identify the correspondences between the cabinet on the right and the reflection (the center vertical color strip) in the mirror, it mistakenly considers the cabinet as the mirror, instead of the reflection. In contrast, our visual chirality features can help correctly locate the mirror region, allowing our model to detect the correct mirror region. Likewise, in the second row, PMDNet can also detect correspondences between the contents inside and outside of the mirrors, but mistakenly recognizes the outside region as the mirror. In contrast, our model can correctly detect the mirror region via the visual chirality features. In the third row, PMDNet is not able to detect the whole mirror as it fails to detect correspondences in the input image, while our model can segment the whole mirror region.

These results show that our learned visual chirality features can help distinguish the reflected objects from the real ones, resulting in correct detection of the mirror regions.

5.3 Comparison on RGBD-Mirror Dataset

Although PDNet [25] uses more expensive input data than ours (i.e., RGBD images instead of RGB images), it would be interesting to compare our results with theirs.

Evaluation Dataset. We train all compared models on the RGBD-Mirror dataset [25], which is the latest RGBD-based mirror dataset with 3,049 RGBD images and corresponding mirror masks. There are 2,000 images for training.
and 1,049 images for evaluation. The authors selected images with mirrors and their corresponding depth maps from 4 existing datasets, including Matterport3D [5], SUNRGBD [36], ScanNet [6], and 2D3DS [1]. Finally, there is one more dataset Mirror3D [37] proposed for refining the depth in mirror regions. However, the images used in this dataset [37] are already covered in the other datasets that we use for comparisons in our paper, as Mirror3D is constructed from images taken from Matterport3D [5], NYUv2 [34] and ScanNet [6].

Methods for Comparisons. We compare our method with PDNet [25], which is the only RGBD-based mirror detection method. We also compare our model with eight state-of-the-art RGBD saliency detection methods, including S2MA [24], SSF [46], A2dele [31], CoNet [17], JL-DCF [11], HDFNet [27], ATSA [45], and BB5-Net [10]. For a comprehensive evaluation, we also include MirrorNet [44], PMDNet [21] and the RGB image-based PDNet [25] (w/o Depth).

Quantitative Evaluation. Table 3 shows the performance comparison on the RGBD-Mirror dataset. We can see that our model achieves the best performance on the F score, and the second best performance on MAE. Note that our method does not use the depth information in the dataset, while PDNet is specifically designed to take both RGB and depth information as inputs. For a fair comparison, we have also trained a version of PDNet without using the depth.
Fig. 6. Visual comparison between the proposed VCNet and PMDNet [21]. Although PMDNet can correctly detect the correspondences between inside and outside of the mirrors in the top two images, it wrongly identifies the outside regions as mirrors. In contrast, VCNet uses the visual chirality features to correctly identify the mirror regions in both cases. For the bottom image, PMDNet fails to detect the whole mirror region, due to the lack of correspondences, while VCNet can accurately locate the mirror region.

Table 3
Quantitative comparison between the proposed VCNet and other methods on the RGBD-Mirror dataset [25]. Note that all methods with a ✓ were trained on the RGBD data, while methods with a X were trained on the RGB data only. Best results are marked in bold and the second best results are marked by an underline.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Depth</th>
<th>$F_{c} \uparrow$</th>
<th>MAE $\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2MA [24]</td>
<td>✓</td>
<td>0.677</td>
<td>0.071</td>
</tr>
<tr>
<td>SSF [46]</td>
<td>✓</td>
<td>0.599</td>
<td>0.097</td>
</tr>
<tr>
<td>A2dele [31]</td>
<td>✓</td>
<td>0.614</td>
<td>0.087</td>
</tr>
<tr>
<td>CoNet [17]</td>
<td>✓</td>
<td>0.576</td>
<td>0.120</td>
</tr>
<tr>
<td>JL-DCF [11]</td>
<td>✓</td>
<td>0.727</td>
<td>0.065</td>
</tr>
<tr>
<td>HDFNet [27]</td>
<td>✓</td>
<td>0.549</td>
<td>0.095</td>
</tr>
<tr>
<td>ATSA [45]</td>
<td>✓</td>
<td>0.664</td>
<td>0.090</td>
</tr>
<tr>
<td>BBS-Net [10]</td>
<td>✓</td>
<td>0.736</td>
<td>0.059</td>
</tr>
<tr>
<td>MirrorNet [44]</td>
<td>X</td>
<td>0.723</td>
<td>0.062</td>
</tr>
<tr>
<td>PMDNet [21]</td>
<td>X</td>
<td>0.775</td>
<td>0.054</td>
</tr>
<tr>
<td>PDNet [25] (w/o Depth)</td>
<td>X</td>
<td>0.783</td>
<td>0.053</td>
</tr>
<tr>
<td>PDNet [25]</td>
<td>✓</td>
<td>0.825</td>
<td>0.042</td>
</tr>
<tr>
<td>Ours</td>
<td>X</td>
<td>0.849</td>
<td>0.052</td>
</tr>
</tbody>
</table>

Information, i.e., PDNet (w/o Depth). We can see that our model now outperforms it on both metrics. These results demonstrate the importance of our visual chirality features on mirror detection.

Qualitative Evaluation. Figure 7 shows the visual comparison between our results and the results from PDNet [25] (trained and tested with RGBD images). In the first row, PDNet misses the right mirror region as the depth information exhibits huge discontinuity within the mirror region. In the second row, PDNet mis-recognizes the door as one of the mirrors since the door region also has a large depth discontinuity to its surroundings. In the third row, the real desk has very similar depth information as its reflection inside the mirror, which fails PDNet. Our model successfully detects the correct mirror regions in all these challenging scenes, showing that the visual chirality cue is more robust than the depth cue for detecting mirrors in real world scenes.

5.4 Model Analysis
Ablation Study. We have conducted ablated experiments to verify the effectiveness of our design. First, we remove the proposed VCE and CED modules to form the baseline for comparison. Then we add the proposed VCE module as an ablated version, denoted as “Baseline+VCE”. To evaluate the proposed FCF formulation, we include an ablated version by removing the FCF transformation from the VCE module, denoted as “Baseline+VCE (w/o FCF)”. To demonstrate the effectiveness of conditioning the commutative residual $E$ on the local features $F_{loc}$, we have conducted an additional ablation study by removing the local features $F_{loc}$ from the VCE module, denoted as “Baseline+VCE (w/o $F_{loc}$)”. To study the proposed CED module, we add different levels of mirror and visual chirality features one by one. We first separately apply the low level...
mirror features, high-level mirror/visual chirality features, and low-level visual chirality features.  

Table 4 shows the performances of different ablated models. We can see that adding the VCE module (4th row) introduces obvious improvements over the Baseline model (1st row) on both $F_\omega$ and MAE, which demonstrates the effectiveness of mining the visual chirality cue for mirror detection. However, if we remove the proposed FCF Transformation (2nd row), the performance of the model is similar to that of the Baseline model, indicating the importance of learning visual chirality. In addition, if we only remove the local feature $F_{loc}$ (3rd row), the performance is better than that of “Baseline+VCE (w/o FCF)”, which indicates the contribution of FCF. Further, we can see that using only a single level of mirror and visual chirality features (5th-7th rows) in the CED module degrades the performance, as predicting the mirror boundaries typically requires a comprehensive understanding of multi-level information. By adding the low-level mirror features to the CED module (8th row), the performance increases. Finally, by further adding the low-level visual chirality information to the CED module to become our full model (9th row), there is a more significant jump in performance, showing that the multi-level learning of the visual chirality cue is important to mirror detection.

In Table 4, we observe that our baseline outperforms most of the compared methods, except PMDNet [21]. In particular, compared to MirrorNet [44], our baseline method fuses multi-scale features with the input image via a lightweight fusion module, while MirrorNet directly fuses the features from the shallow layers to those of the deep layers without the input image. This straightforward adaption results in a notable performance gain. By replacing our fusion strategy with the one used in MirrorNet, the $F_\omega$ performance of our baseline method drops from 0.873 to 0.847, and the MAE performance drops from 0.062 to 0.072.

Figure 8 shows the visual results of different ablated models on two challenging images. In the first row, we can see that the Baseline model only locates the rough mirror region. Introducing the VCE module can help recover the missing part, with the help of the visual chirality cue. By further incorporating the proposed CED module, our full model is able to correctly detect the mirror region. In the second row, we can see that the Baseline model produces incorrect predictions. Gradually incorporating the proposed modules can help correct the prediction errors and remove the non-mirror regions. These visual results again demonstrate the effectiveness of the proposed modules.

**Study of the CED module.** To demonstrate the motivation of using special features in our CED module, i.e., the input features used in the CED module, to detect mirror boundaries, we conduct another two experiments with different feature sets. Since low-level image features are helpful to boundary detection [21], we take $F_{loc}$, extracted by the second backbone layer, as one of the inputs to the CED module. As Table 5 shows, if we replace $F_{loc}$ with $F_{m}$, the $F_\omega$ performance for the best result drops from 0.898 to 0.891, and the MAE performance drops from 0.044 to 0.049. This is because $F_{m}$ from the first backbone layer is noisy. $F_{mc}$ is a combination of the backbone features from layer 4 and the corresponding visual chirality features. Since high-level visual chirality cues are often identified by humans as mirrored texts or objects, we take $F_{mc}$ as the high-level visual chirality features since it models both high-level semantics and high-level visual chirality cues. As shown in Table 5, if we replace $F_{loc}$ with $F_{mc}$, the $F_\omega$ performance of the best result drops from 0.898 to 0.885, and the MAE performance drops from 0.044 to 0.058. This indicates that both high-level image features and visual chirality features are important.

To summarize, we use $F_{loc}$, $F_{m}$, and $F_{mc}$ to represent low-level image features, low-level visual chirality cues, and high-level semantics and visual chirality cues, respectively, for detecting mirror boundaries. The ablation study in Table 4 shows that the multi-level inputs to the CED module (ablated models 5, 6, 7 and 8) continuously improve the mir-
TABLE 5
The motivation of using special features in our CED module.

<table>
<thead>
<tr>
<th>Feature Sets</th>
<th>$P_m$</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>lm feature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_m^1 + F_m^3 + F_c^1$</td>
<td>0.898</td>
<td>0.044</td>
</tr>
<tr>
<td>$F_m^3 + F_m^2 + F_c^1$</td>
<td>0.891</td>
<td>0.049</td>
</tr>
<tr>
<td>hmc feature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_m^1 + F_m^3 + F_c^3$</td>
<td>0.898</td>
<td>0.044</td>
</tr>
<tr>
<td>$F_m^3 + F_m^3 + F_c^3$</td>
<td>0.885</td>
<td>0.058</td>
</tr>
</tbody>
</table>

Fig. 8. Visual comparison of different ablated models on two challenging images. (b) is the baseline model, without the VCE and CED modules. (c) and (d) add the VCE module to the baseline model, but without and with the FCF Transformation, respectively. (e) is our full model, while (f) is the ground truth.

Fig. 9. Failure cases. From left to right are the input images, ground truths and our results. Our method may fail to accurately delineate the mirror boundaries if the mirror is partially occluded by an object with a complex structure (top row), or by a very small object (bottom row).

6 CONCLUSION

In this paper, we have investigated the visual chirality cue for mirror detection. We have proposed a novel flipping-convolution-flipping (FCF) transformation to model the visual chirality cue in the feature domain. Based on this formulation, we have proposed a novel visual chirality embedding VCE module for locating mirror regions, and a novel visual chirality-guided edge detection (CED) module for refining the mirror boundaries. Extensive experiments have shown that our model outperforms state-of-the-art relevant methods on two RGB mirror benchmark datasets. We have further compared our model with the latest RGB-D mirror detection model. Even though the RGB-D mirror detection model uses additional depth information, our model performs comparable to it. Ablation studies have also verified the effectiveness of model design.

Our method does have some limitations. As shown in Figure 9, although our method can locate the mirror regions by learning the visual chirality features, if the mirror is partially occluded by an object with a complex structure (top row), it may not have sufficient confidence in every location to determine the mirror boundary accurately. For the same reason, if the occluding object is too small, it may not have sufficient confidence in every location to determine the occluded region as a non-mirror region.

As a future work, our main goal is to address the current failure cases. Since our model may fail to delineate boundaries due to the occlusion of mirrors by fine/tiny objects, we are interested in developing a mechanism that can zoom in the local regions with occlusions, and apply the visual chirality cue to localize the mirror regions. In the long run, we are interested in exploring the possibilities of applying the visual chirality property in other related computer vision tasks, for example, the reflection removal [9] task and the night-time semantic segmentation [38] task.
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